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SUBJECT: Projec t  Apollo - Communications DATE: November 22, 1965 
Processor - Analysis of Processing 
(P1) Function - Case 20061 FROM: A .  E. Peterson 

SUMMARY 

The Univac-490 Cotmunications Processor a t  t h e  

Mission Control Center a t  Houston, Texas, has been 

analyzed f o r  i t s  c a p a b i l i t y  t o  process a peak Gemini 

d a t a  load.  The ana lys i s  technique has been t o  develop 

a l o g i c a l  model which represents  the  way i n  which the  

Communications Processor performs i t s  h ighes t  p r i o r i t y  

processing t a sk .  This i s  followed by the  a p p l i c a t i o n  

of a Gemini da t a  load t o  t h e  model. 

The h ighes t  p r i o r i t y  Processing t a s k  s p e c i f i e d  

by t h e  model i s  the  recogni t ion  t h a t  a c e r t a i n  complete 

segrnent o r  frame of d a t a  i s  ava i l ab le  i n  t he  Communications 

Processor.  An i n t e g r a l  p a r t  of t h i s  t a s k  i s  t h e  temporary 
s to rage  of s eve ra l  i d e n t i f y i n g  parameters a s soc ia t ed  with b -  

the s p e c i f i c  frame of  da t a .  This t a s k  has  been c l a s s i f i e d  

a s  t h e  f i r s t  l e v e l  of Processing o r  P1. 

work i s  requi red  t o  develop t h e  lower l e v e l s  of Processing, 

and P4. These l e v e l s  which have been c l a s s i f i e d  as P2, 

opera te  upon the  d a t a  frame, through the  appropr ia te  worker 

program, and arrange f o r  proper d a t a  output .  

Additional a n a l y s i s  
0 
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The resu l t s  of the P1 a n a l y s i s  have been expressed 

i n  t h e  form of the  margins aga ins t  d a t a  loss. When the l i v e  

Gemini mission load alone was a p p l i e d  t o  the algorithm, o r  model 

t h e r e  was no degradation i n  the margin aga ins t  d a t a  loss. 

However, when the  s imulat ion load was added t o  the  l i v e  

load, there was some reduct ion I n  the margin. T h l s  margin 

reduct ion  had no s i g n i f i c a n t  e f f e c t  on systems performance. 
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BELL TELEPHONE LABORATORIES 
INCORPORATED 

SUBJECTI Pro jec t  Apollo - Communications 'DATE: November 22, 1965 
Processor - Analysis of Processing 
(P1) Function - Case 20061 FRO& A. E. Peterson 

MEMORANDUM FOR FILE 

1. In t roduc t ion  

The Communications Processor (CP) a t  the Mission 

Control Center - Houston (MCC-H) handles d i g i t a l  data 

t r a f f i c  flowing dur ing  manned s p a c e f l i g h t  missions.  The 

CP c o n s i s t s  of a Univac-490 computer surrounded by various 

peripheral  equipment. The sub jec t  of t h i s  memorandum i s  

the a n a l y s i s  of the c a p a b i l i t i e s  and l i m i t a t i o n s  of the 

CP, i n  the a c t i v e  support  of Gemini missions.  

In the i n i t i a l  phase of t h i s  a n a l y s i s  work, i t  was 

decided t o  separate the o v e r a l l  func t ion  of the CP i n t o  

three ca t egor i e s :  Transfers ,  Storage,  and Processing. 

The Transfer  func t ion  performs the t a s k  of t r a n s f e r r i n g  

d a t a  cha rac t e r s  between t h e  Communicatlon Line Terminals 

(CLT'S) and designated bu f fe r  areas i n  core  s to rage  i n  the 

Univac-490 computer. Tkre Storage f u n c t i m  e s s e n t i a l l y  

''takes over" where the Transfer  func t ion  ends. S p e c i f i c a l l y ,  

the  Storage func t ion  i s  pr imar i ly  concerned with the t i m e  

usage of the aforementioned b u f f e r  a r e a s  i n  core  s to rage .  
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Analyses have been conducted of both the Transfer  and 

Storage func t ions .  The r e s u l t s  of these ana lyses  have 

been documented i n  memoranda. '1, 2 

The remaining func t ion  t o  be analyzed i s  the 

Processing funct ion.  The Processing func t ion  e s s e n t i a l l y  

t akes  over where the  Storage func t ion  te rmina tes .  To 

i l l u s t r a t e :  assume t h a t  a bu f fe r  has been f i l l e d  with a 

complete message segment o r  frame of data. When the CP 

has accumulated a complete frame, i t  must f irst  recognize 

t h i s  f a c t ,  t hen  decide what t o  do w i t h  the frame o r  

message, and u l t i m a t e l y  i n i t i a t e  a c t i o n  f o r  i t s  appropr ia te  

d i s p o s i t i o n .  This then  is  considered as the o v e r a l l  

Processing func t ion .  

It has been convenient t o  break t h e  o v e r a l l  

func t ion  of Processing I n t o  f o u r  l e v e l s .  The first l e v e l  

i s  designated P1, and performs the task of recognizing tha t  

a c e r t a i n  complete segment of data i s  a v a i l a b l e  t o  the CP. 

The second l e v e l  (P,) performs a 

segment o r  message. The purpose of t h i s  a n a l y s i s  rou t ine  

i s  t o  determine which of t he  s e v e r a l  communications worker 

programs should get t h i s  message f o r  f u r t h e r  processlng. 

I1  real-time'' a n a l y s i s  of the 

The t h i r d  l e v e l  i s  the a c t u a l  handl ing o r  processing 

by the chosen worker program. 

i n  t h i s  category would be the conversion from the d a t a  

format found on the communication c i r c u i t s  t o  the d a t a  

An example of the a c t i v i t i e s  
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format requi red  by the Real Time Computer Complex (RTCC) . 
There i s  a f o u r t h  l e v e l  (P4) of Processing which performs 

var ious  communications housekeeping tasks such as con- 

t r o l l i n g  the t r a f f i c  flow t o  and from the RTCC. 

The f o u r  l eve ls  of Processing are roughly arranged 

i n  descending o rde r  of p r i o r i t y .  For example: i f  s e v e r a l  

s i m i l a r  messages are ava i l ab le  f o r  process ing  a t  the same 
0 

t i m e ,  PI, which recognizes that  a complete message i s  

a v a i l a b l e , w i l l  always be c a r r i e d  out f o r  a l l  these messages 

f i rs t .  When t h i s  i s  accomplished, processing w i l l  proceed 

t o  the lower l e v e l s  of P2, 

the  h ighes t  p r i o r i t y  l e v e l  of processing, and w i l l  be 

given p r e f e r e n t i a l  treatment i n  case of c o n f l i c t ,  i t  was 

decided t o  f i rs t  analyze the capabi l i t ies  and l i m i t a t i o n s  

of t h e  CP t o  perform t h i s  first l e v e l  of processing. 

Therefore,  t h i s  memorandum has been dedicated t o  the a n a l y s i s  

of P1* 

succeeding ana lyses  t o  cover l e v e l s  P2 through P4. 

and Pb. Since P1 r ep resen t s  '3' 

It is Intended t o  d i r e c t l y  fol low t h i s  work w i t h  

2. F i r s t  Level Processing ( P I )  

F i r s t  l e v e l  processing has been, iiiitil now, 

exc lus ive ly  def ined  as a funct ion,  i .e . ,  r ecogn i t ion  t ha t  

a complete data segment i s  i n  hand. L e t  us  next  cons ider  

how t h i s  func t ion  i s  accomplished w i t h  the Houston CP. 
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The CP system has been designed t o  opera te  i n  a 

llreal-tlme" comunica t ions  environment . As such i t  i s  

requi red  t o  rapidly respond t o  the communications needs of 

the var ious c i r c u i t s  I n t e r f a c i n g  w i t h  the CP. The method 

chosen f o r  accomplishing t h i s  r ap id  response i s  the 

Program-Interrupt Technique. With t h i s  technique, the 

C.P can go along performing u s e f u l  work by execut ing a 

sequence of i n s t r u c t i o n s  I n  a program. When a communications 

i n t e r r u p t  occurs,  the i n s t r u c t i o n  sequence can be temporar i ly  

hal ted while t h e  appropriate  response t o  t h i s  'lreal-time'l 

communications need, can be made. 

There are two bas ic  types of communications 

i n t e r r u p t s :  e x t e r n a l  and i n t e r n a l .  The e x t e r n a l  i n t e r r u p t  

I s  a c t i v a t e d  by a s i g n a l  announcing tha t  a frame of data 

has  come t o  i t s  end. Therefore,  s i n c e  t h i s  a n a l y s i s  i s  

l i m i t e d  t o  the recogni t ion  t h a t  a complete segment of d a t a  

I s  i n  hand, we w i l l  be concerned only w i t h  e x t e r n a l  l n t e r -  

r u p t s  he re in .  

It should a l s o  be recognized t h a t  the end of a 

segment of t e l e t y p e  data I s  t y p i c a l l y  s igna led  by an 

i n t e r n a l  i n t e r r u p t .  However, the cons idera t ions  of t e l e t y p e  

have not  been included I n  t h i s  memorandum f o r  two reasons: 
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F i r s t ,  t e l e t y p e  I s  r e l a t i v e l y  slow so that  the time margins 

a v a i l a b l e  f o r  Its handling are an o rde r  of magnitude g r e a t e r  

than the  high speed da ta .  Secondly, the  I n t e r n a l  I n t e r r u p t s  

a s soc ia t ed  w i t h  t e l e t y p e  segments a r e  handled a t  a lower 

p r i o r i t y  than the ex te rna l  I n t e r r u p t s .  m e r e f o r e ,  t e l e t y p e  

i n t e r r u p t s  can have e s s e n t i a l l y  no e f f e c t  on these loading  

cons idera t ions .  Now that  w e  have cons t ra ined  the a n a l y s i s  

t o  t h e  r ecogn i t ion  of e x t e r n a l  I n t e r r u p t s  on high speed 

data l i n e s ,  l e t  us next Inves t iga t e  t h e  way I n  which these  

i n t e r r u p t s  a r e  generated,  and how they a r e  handled. 

a. Externa l  I n t e r r u p t  S igna l s  

The genera t ion  o f  e x t e r n a l  I n t e r r u p t s  I s  shown 

p i c t o r i a l l y  on Figure 1. A data l i n e ,  and a ready l i n e *  

are shown connecting a per iphera l  r e c e i v e r  t o  a Standard 

Communications Subsystem (SCS). The SCS i n  t u r n  I s  con- 

nected t o  t h e  Univac-490 computer by an Input/Output ( I / O )  

channel.  The Communications Processor (CP) I s  comprised 

of t h e  490 computer and seve ra l  SCS’Is, as wel l  as s e v e r a l  

o t h e r  pe r iphe ra l  u n i t s ,  not  shown here .  

*There a r e  s e v e r a l  o t h e r  l i n e s  running between these  two 
u n i t s j  however, f o r  th is  a n a l y s i s ,  It I s  necessary t o  be 
concerned with only these two. 
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L e t  us now assume tha t  a stream of data i s  coming 

i n t o  the peripheral r e c e i v e r  from a communications c i r c u i t .  

The data stream flows from t h e  peripheral r e c e i v e r  t o  the 

SCS over the data l i n e .  From the SCS, the  data flows i n t o  

the 490 computer over  the 1/0 channel.  

Two frames of data  (F1 and F2) are shown on the 

data l i n e .  Each frame I s  comprised of "M" cha rac t e r s ,  

designated cl, c2, ... cM. 
It w i l l  be seen  that a t r a n s i s t i o n  from a negat ive  

t o  a p o s i t i v e  s ta te  occurs on the ready l i n e  a t  the s t a r t  

of each data frame. While data is flowing, the ready l i n e  

remains i n  the p o s i t i v e  s t a t e .  A t  the end of each frame 

there is  a p o s i t i v e  t o  negat ive t r a n s i s t i o n  on the ready 

l i n e .  It i s  t h i s  negative t r a n s i s t i o n  that  s i g n a l s  an 

e x t e r n a l  i n t e r r u p t ,  i n d i c a t i n g  the end of a frame of data. 

A s  shown on Figure 1, I n t e r r u p t  I1 occurs a t  the end of 

frame F1, and I2 occurs a t  t h e  end of F2. 

When an i n t e r r u p t  occurs,  i t  i s  noted i n  the SCS 

by the s e t t i n g  of a l o g l c a l  element. T h i s  i n  t u r n  causes 

an  I n t e r r u p t  s i g n a l  t o  be s e n t  from the SCS t o  the 490 

computer over  the 110 channel.  No f u r t h e r  d a t a  t r a n s f e r s  

can occur on t h i s  channel u n t i l  the i n t e r r u p t  i s  accepted 

by t h e  computer. 
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The a r r i v a l  of the i n t e r r u p t  s i g n a l  i n  the  490 
computer accomplishes two bas ic  tasks. F i r s t ,  it causes 

a h a l t  i n  the program I n  progress; and secondly, it 

i n i t i a t e s  a jump t o  a s p e c i a l  sequence of i n s t r u c t i o n s  

which have been constructed t o  accommodate the i n t e r r u p t .  

The ope ra t ion  of t h i s  i n s t r u c t i o n  sequence w i l l  be covered 

i n  the next s ec t ion .  

b. Record I n t e r r u p t  Sequence 

The Record I n t e r r u p t  Sequence is a s h o r t  r o u t i n e  

of approximately t h i r t y - f i v e  in s t ruc t ions .*  This sequence 

o r  process,  which is e s s e n t i a l l y  t h e  heart  of f irst  l e v e l  

process ing  ( P1), r e q u i r e s  about 300 microseconds (ps) f o r  

Its execut ion time. I f  o the r  I n t e r r u p t s  occur a f t e r  t h i s  

sequence has started,  they cannot be acknowledged u n t i l  

a f t e r  the sequence is complete. Programwise, t h e  Record 

I n t e r r u p t  Sequence I s  given t o p  p r e f e r e n t i a l  t reatment  i n  

that  another  program sequence of i n s t r u c t i o n s  w i l l  always 

be halted while t h i s  Record sequence is executed. 

After the Record I n t e r r u p t  Sequence has been 

conpleted,  8 r e t u r n  I s  made t n  the Point Of' I n t e r r u p t  (POI ) .  

I n  o t h e r  words, a r e t u r n  is normally made t o  the  place I n  

t h e  program sequence t h a t  was i n  progress  a t  the t i m e  of 

i n t e r r u p t .  

*This  assumes an e x t e r n a l  i n t e r r u p t  on an incoming high 
speed d a t a  l i n e ,  and t h a t  the program mode has been set  
t o  nonsuspendable. 
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The Record I n t e r r u p t  Sequence performs f o u r  

b a s i c  tasks. F i r s t ,  it must recognize tha t  an i n t e r r u p t  

has occurred. Secondly, It tempordrily saves ( s t o r e s )  

the  requi red  information concerning the segment of d a t a  

which i s  enow i n  s to rage  a s  heralded by the i n t e r r u p t .  

This information l a  required f o r  subeequent processing. 

Thirdly,  the Record I n t e r r u p t  Sequence " toggles"  s p e c i f i c  

high speed buf fe r s .  This I s  p r i n c i p a l l y  a t a s k  of address 

modif icat ion.  It c o n s i s t s  of  supplying the address of 

0 

0 

the next b u f f e r  t o  be used. This "toggl ing" opera t ion  

i s  necessary 8 0  t ha t  when a new frame of d a t a  begins 

flowing i n  on t h i s  p a r t i c u l a r  c i r c u i t ,  i t  w i l l  be d i r ec t ed  

t o  the c o r r e c t  b u f f e r  area. Las t ly ,  i t  i s  necessary t o  

p lace  the i n t e r r u p t  which i n d i c a t e s  a received frame of 

data, i n  a queue. This i n t e r r u p t  queue I s  requi red  because 

of the following s e t  of circumstances.  Each 1/0 channel 

i s  t y p i c a l l y  multiplexed, through a Standard Communication 

Subsystem (SCS) , t o  se rve  seve ra l  communication c i r c u i t s .  

Since i t  i s  poss ib l e  t o  have co inc ident  I n t e r r u p t s  on 

these s e v e r a l  c i r c u i t s ,  and s i n c e  only one i n t e r r u p t  may 

be processed a t  a time, It I s  t h e r e f o r e  necessary t o  

e s t a b l i s h  an i n t e r r u p t  queue. 
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After the Record I n t e r r u p t  Sequence has been 

completed, by performing the fou r  b a s i c  tasks J u s t  

described, i t  r e t u r n s  t o  the Point  O f  I n t e r r u p t  ( P O I ) .  

The r e t u r n  t o  POI i s  caused by the l a s t  i n s t r u c t i o n  i n  

the sequence. I n  addi t ion ,  t h i s  l a s t  i n s t r u c t i o n  a l s o  

causes  release of the i n t e r r u p t  lockout .  Therefore,  i f  

another  i n t e r r u p t  had occurred i n  the in te r im,  i t  can be 

accommodated a t  t h i s  time. 

0 

0 

The foregoing d iscuss ion  has descr ibed the opera- 

t i n g  c h a r a c t e r i s t i c s  that  apply t o  first l e v e l  processing 

( P1) f o r  messages received from the high speed data c i r c u i t s .  

This type of t r a f f i c  w i l l  encompass the bulk of the load  

which w i l l  be appl ied  i n  th i s  processing ana lys i s .  There 

i s ,  however, one a d d i t i o n a l  type of en t ry ,  which i s  the 

t r a f f i c  from t h e  Real Time Computer Complex (RTCC) a t  

Houston. 

i n  the RTCC case,  are e s s e n t i a l l y  the same as those 

descr ibed  f o r  the high speed data c i r c u i t s ,  with one 

no tab le  exception. With the  t r a f f i c  from the high speed 

data c i r c u i t s ,  a new buf fe r  area i s  s e t  up as p a r t  of the 

Record I n t e r r u p t  Sequence. However, i n  the RTCC case,  a 

The opera t ing  c h a r a c t e r i s t i c s  p e r t a i n i n g  t o  P1, 

0 

new b u f f e r  area i s  not  s e t  up as p a r t  of the Record I n t e r r u p t  

Sequence, but i s  obtained a l i t t l e  l a te r ,  under a lower 

p r i o r i t y  worker program. T h i s  comes about because of the 0 
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s p e c i a l  na tu re  of the RTCC demand-response i n t e r f a c e .  

With t h i s  i n t e r f a c e ,  data can be made t o  w a i t  f o r  an 

i n t e r v a l  (up t o  s e v e r a l  mil l iseconds)  i n  the RTCC u n t i l  

the CP i n d i c a t e s  that  i t  i s  ready t o  r ece ive  it. Now 

tha t  the b a s i c  c h a r a c t e r i s t i c s  of the first l e v e l  

process ing  func t ion  have been explored, they w i l l  be 

embodied i n  an algori thm which w i l l  be developed i n  the 

next  s ec t ion .  

3. Processing ,Algorithm 

A model of the first l e v e l  Processing func t ion  

(P1) has been cons t ruc ted  In  the form of an algorithm. 

T h i s  a lgor i thm i s  a formalized l o g i c a l  desc r ip t ion ,  i n  

diagramatic  form, that  specif ies  the way i n  which P1 

opera tes .  

The method of developing the model has been t o  

r igo rous ly  s p e c i f y  the l o g i c a l  opera t ions  of the Communi- 

c a t i o n s  Processor,  when i t  performs t h e  s t a t e d  processing 

funct ion,  t h e n  t o  incorporate  t h e s e  l o g i c a l  operat ions 

i n t o  the form of a n  algori thm diagram. It is a n t i c i p a t e d  

that t h i s  a lgor i thm diagram w i l l  provide an a n a l y s i s  t o o l  

which may be appl ied  t o  o ther  s p a c e f l i g h t  data loads  of a 

s i m i l a r  type.  

This s e c t i o n  w i l l  be devoted t o  a general  descrip- 

t ion . ,o f  the algorithm, while a detai led d e s c r i p t i o n  w i l l  be 

given i n  the Appendix A. 
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The b a s i c  task of the a lgor i thm 1,s t o  determine 

the amount of 490 computer time used by P1 Processing; 

then  t o  determine i f  t h i s  time usage had any adverse 

e f f e c t s  on o v e r a l l  Communications Proczssor operat ion.  

The most s e r i o u s  e f f e c t  of consuming too  much t i m e  i n  

Processing, i s  the l o s s  of data .  This can occur i f  

s u f f i c i e n t  time i s  consumed by Processing s o  that  no 

t i m e  i s  l e f t  f o r  t r a n s f e r r i n g  a succeeding d a t a  c h a r a c t e r  

i n t o  the computer, I n  th i s  case,  the Incoming data 

c h a r a c t e r  would be l o s t .  This,  of course,  p o i n t s  up the 

p o t e n t i a l  I n t e r a c t i o n  between the two major CP func t ions  

of Processing and Tranefers .  It i s  t h e r e f o r e  ind ica t ed  

tha t  w e  must u l t i m a t e l y  consider  t hese  t w o  func t ions  

t o g e t h e r  . 
The P1 a lgor i thm e s s e n t i a l l y  opera tes  by keeping 

t r a c k  of a running va r i ab le  "T", which i n d i c a t e s  time. A t  

some a r b i t r a r y  time "zero",  a l l  of the p o t e n t i a l  e n t r i e s  

f o r  Processing are logged in .  The first  Processing e n t r y  

is then  chosen, according t o  an e s t a b l i s h e d  p r i o r i t y  scheme, 

and "T" i s  ad jus t ed  t o  r e f l e c t  the amount of time consumed 

by Processing. After t h i s ,  the next  highest Processing 

e n t r y  i s  chosen, and "T" I s  again ad jus t ed  t o  r e f l e c t  the 

P1 Processing time used. 

cont inuing  u n t i l  a l l  e n t r i e s  have been Processed. 

This opera t ion  i s  i t e r a t i v e ,  



. 

As the algori thm i s  proceeding through I ts  task 

of keeping t r a c k  of "T", t he  s t a t u s  of succeeding data frames 

i s  be ing  surveyed. This t a sk  i s  done i n  o rde r  t o  determine 

p o t e n t i a l  conten t ion  for the  computer 's  resource of t i m e .  

I f  conten t ion  i s  found, t h e  amount of margin aga ins t  data 

loss i s  measured. I f  the usage of t h i s  margin exceeds 

loo$, d a t a  loss r e s u l t s .  

Now tha t  the algori thm has been developed, the 

next  s t ep  i s  t o  develop t h e  processing loads  tha t  w i l l  be 

appl ied  t o  t h i s  algorithm. 

4. The Processing Load 

The ob jec t ive  here, i s  t o  develop a processing 

load  t o  apply t o  the algorithm. It i s  desirable f o r  t h i s  

load  t o  apply t h e  maximum stress tha t  could a c t u a l l y  occur 

du r ing  a Gemini mission. Therefore,  l e t  us f irst  develop 

the type of load t h a t  produces a stress s i t u a t i o n ,  then  

develop the a c t u a l  loads.  

a. A S t r e s s  S i t u a t i o n  

As stated e a r l i e r ,  once process ing  (P1) has  

s ta r ted  on a s e l e c t e d  i n t e r r u p t ,  a l l  o t h e r  i n t e r r u p t s  are 

ignored ( locked o u t ) ,  un t i l  the end of the P1 sequence. 
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T h i s  then, cons t r a ins  the 490 computer, t o  processing one 

i n t e r r u p t  a t  a t i m e .  Therefore, because of t h i s  one-at-a- 

t i m e  c h a r a c t e r i s t i c ,  an element of  a stress s i t u a t i o n ,  i s  

t o  have a r e l a t i v e l y  large number of i n t e r r u p t s  occur 

co inc ident ly .  

When an i n t e r r u p t  occurs on some 1/0 channel,  

the succeeding frame of data on t h i s  channel cannot be 

accepted i n t o  t h e  490 computer u n t i l  t h i s  i n t e r r u p t  i s  

acknowledged." 

s i t u a t i o n ,  i s  t o  have the succeeding frame of data fol low 

very c lose ly ,  the frame t h a t  caused the i n t e r r u p t .  

Therefore,  the o t h e r  element of a stress 

A n  

at tempt  has been made 

i n  the s e l e c t e d  load. 

b. A Stress Load 

t o  maximize these two c h a r a c t e r i s t i c s  

Stress loads  have been previous ly  developed, i n  

f o r  c o l l a b o r a t i o n  w i t h  the NASA-MSC communications group, 

the Transfer '  and Storage' analyses .  

based upon a Gemini two-vehicle mission. The time per iod 

assumed occurs s e v e r a l  minutes a f t e r  the Gemini launching 

w i t h  the Gemini veh ic l e  i n  radar view of both Cape Kennedy 

and Bermuda. I n  addi t ion ,  an Agena vehic le ,  which was 

previous ly  launched, i s  on a a p e  Kennedy f lyby.  

These loads  were 

*The I n t e r r u p t  i s  acknowledged by execut ing a "Store 
Channel" i n s t r u c t i o n .  
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The same type of load  has been found s u i t a b l e  

f o r  t h i s  processing ana lys i s ,  w i t h  many of the e n t r i e s  tha t  

were used i n  the o t h e r  analyses  c a r r i e d  over.  However, i n  

order  t o  maximize the s t r e s s  c h a r a c t e r i s t i c s  j u s t  developed, 

i t  was assumed tha t  frame endings were co inc ident .  This 

was not  t h e  case i n  the Transfer"  a n a l y s i s  loads,  where 11 

frame endings were non-coincident . 
Each l i n e  on Figure 2 r ep resen t s  an e x t e r n a l  

I n t e r r u p t ,  which has  heralded the end of a frame of data 

ny Zesszg;2j bne l i n e s  being i n  descending o rde r  of p r i o r i t y ,  

A l l  of the basic information concerning each i n t e r r u p t  i s  

given on the f i g u r e ,  This inc ludes  the  i d e n t i t y  of the 1/0 

channel,  and Communication Line Terminal (CLT) con t r ibu t ing  

the i n t e r r u p t ;  t h e  number of b i t s  i n  each frame, the number 

of frames per second, the  time taken t o  t ransmi t  each frame 

i n  mil l iseconds,  t ransmission ra te  on each communication 

l i n e ,  as w e l l  as the source of each data frame. 

It w i l l  be noted that t h i s  r ep resen t s  the stress 

" l i v e "  load only. I n  addi t ion ,  a l 's imulation" load  has 

been developed, i n  t h e  same type of format, and is shown 

on Figure 3. 
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5. Derivat ion of Resul ts  

I n  order  t o  more c lear ly  demonstrate the der iva-  

t i o n  of the a n a l y s i s  r e s u l t s ,  it was decided t o  cons t ruc t  

a graphica l  presenta t ion .  This has been c a r r i e d  out  for 

the  Gemini l i v e  mission alone, and then  another  graph 

d e p i c t i n g  t h e  r e s u l t s  of combining a Gemini "simulation" 

load with the " l i v e "  mission, has been constructed.  

The graphs a r e  i n  t h e  form of time usage c h a r t s ,  

which d i sp lay  t h e  amount of time used f o r  the P1 Processing 

ope ra t  i o n  . 
a. Gemini Live Mission 

The r e s u l t s  of processing the Gemini l i v e  load, 

have been p l o t t e d  graphica l ly  on Figure 4. 

each data frame, which causes an i n t e r r u p t ,  i s  shown on 

the lef t -hand side.  Each frame is I d e n t i f i e d  as t o  type 

The end of 

of data and the  number of t h e  Communication Line Terminal 

(CLT) c o n t r i b u t i n g  the data frame. The time consumed by 

the Processing opera t ion  (P1) is shown by the dashed l i n e  

s t e p  func t ion  on the f i g u r e .  

The i n t e r r u p t i n g  frames are arranged I n  descending 

o rde r  of p r i o r i t y  and are grouped by 1/0 chaiinels. 

f irst  frame is the t e l e t y p e  broadcast  coming from the Real 

Time Computer Complex (RTCC), over 1/0 Channel 14. It w i l l  

be seen that  i t  requ i r e s  about 0.13 m s  t o  process t h i s  

The 
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frame, i.e., record the I n t e r r u p t .  S ince  t h i s  is the only 

i n t e r r u p t  on Channel 14, processing next  mov@to Channel 13. 

The first frame t o  be processed on Channel 13 is 

t h e  Gemini telemetry coming i n t o  the 490 computer from CLT 

Number 73. It w i l l  be seen tha t  t h i s  frame had t o  wait 

f o r  0.13 ma while the t e l e type  broadcast  frame was being 

processed. Next a frame of Bermuda radar is processed and 

s o  on down the Channel 13 I n t e r r u p t s ,  u n t i l  processing has 

been completed on t h i s  channel. T h i s  occurs a t  1.93 m s ,  

as shown on the drawing. 

The processing operat ion now moves down t o  

Channel 12, where i t  f irst  serves  the GE/burroughs frame 

of da ta .  Again, processing cont inues down t o  the Cape 

Kennedy Impact P red ic to r  fxme, where i t  i s  zoinpleted a t  

3.13 ms. 

I n  the development of t h i s  Processing ana lys i s ,  

i t  has been revealed t h a t  the computer 's  resouce of time i s  

subjec ted  t o  stress by P1 Processing. 

heav ie r  the P1 load, t he  more computer time w i l l  be used. 

Exceeding the P1 time l i m i t a t i o n  is no t  r e f l e c t e d  in 

Therefore,  the 

de gradat Ion t o  Pi i t s e l f ,  s ince  Pl i s  the h ighes t  

task, and w i l l  always be performed f irst .  Rather, i f  P1 
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uses excess  time, i n s u f f i c i e n t  t i m e  w i l l  remain f o r  t h e  

computer t o  perform I t s  remaining tasks. If t h i s  happens, 

t h e  most s e r i o u s  outcome envisioned i s  one that  would 

r e s u l t  i n  l o s t  data.* 

Lost data could occur i f  the 490 computer had 

used s u f f i c i e n t  time i n  car ry ing  out P1 s o  tha t  no time 

remained t o  perform cha rac t e r  Transfers .  I n  o rde r  t o  

i n v e s t i g a t e  t h i s  p o s s i b i l i t y ,  t h e  c h a r a c t e r  Transfer  

reques t ,  occur r ing  a t  the s h o r t e s t  poss ib l e  time a f t e r  

t h e  co inc ident  i n t e r r u p t s ,  was chosen. This is a reques t  

t o  t r a n s f e r  t h e  f irst  cha rac t e r  i n  a succeeding frame of 

TITAN, as shown i n  Figure 4. It should be noted that  the  

TITAN TLM frame on Figure 4 is t h e  only one concerned 

w i t h  c h a r a c t e r  t r a n s f e r j  therefore ,  this frafie is net as 

y e t  i n  t h e  computer. The o t h e r  frames shown a r e  a l ready  

i n  the  computer, and are being P1 Processed. 

It w i l l  be noted t h a t  the frame of TITAN telemetry 

s t a r t e d  t o  come i n t o  CLT-47 a t  0.4 m s .  This i s ' t h e  time a t  

which the  first b i t  of t h e  first c h a r a c t e r  starts s e r i a l l y  

i n t o  t h e  assembly r e g i s t e r  of the CLT. The s e r i a l  b i t  

s t rean!  co~prising $his c h a r a c t e r  w i l l  be zonple te ly  I n  the 

assembly r e g i s t e r  of t h e  CLT by about 2.8 m s .  A t  t h i s  time, 

*There is a l s o  a less se r ious  outcome envis ioned which is 
t h e  p o t e n t i a l  de lay  t o  cha rac t e r  t r a n s f e r s  from t h e  RTCC. 
T h i s  is covered i n  Appendix B. 
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the c h a r a c t e r  w i l l  be ready f o r  paral le l  b i t  t r a n s f e r  

i n t o  the 490 computer. I ts  readiness  f o r  t r a n s f e r  is sig- 

naled by a t r a n s f e r  request ,  as ind ica t ed  by the upward 

po in t ing  arrow a t  about 2.8 m s .  

( n o t  performing a h igher  p r i o r i t y  task) t o  accept t h e  

c h a r a c t e r  a t  t h i s  time, i t  w i l l  be immediately t r a n s f e r r e d  

i n .  I n  the case of the l i v e  mission load  alone, a s  shown 

on Figure 4, the computer I s  free a t  t h i s  time. It is f ree  

because a l l  higher p r i o r i t y  r eques t s  ( i n t e r r u p t s )  have 

I f  the computer i s  free 

a l r eady  been processed. Therefore,  t h i s  f irst  c h a r a c t e r  

i n  the TITAN te lemet ry  frame is t r a n s f e r r e d  i n t o  the 490 

computer immediately. 

If the  490 computer had not  been f r e e  t o  t r a n s f e r  

t h i s  c h a r a c t e r  Immediately, i+, w w l d  wait i n  a queuing 

regis ter  i n  i t s  CLT. Since i t  is a s i n g l e  c h a r a c t e r  

queuing r e g i s t e r ,  the  cha rac t e r  may wai t  only f o r  t h e  

l e n g t h  of time i t  takes t o  assemble the  next incoming 

s e r i a l  cha rac t e r .  The l i m i t  on wai t ing  time i n  t h i s  

s p e c i f i c  case is shown t o  be 5.2 m s  (Figure 4 ) .  If t h i s  

l i m i t  is exceeded, d a t a  loss w i l l  r e s u l t .  However, t h i s  

i s  of no concerr. here ,  s ince  the c h a r a c t e r  was t r a n s f e r r e d  

immediately, and d i d  not have t o  wai t  i n  the queuing 

regis ter .  
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It has been shown tha t  the reques t  t o  Transfer  

the f irst  c h a r a c t e r  i n  t h e  TITAN frame occurs a t  2.8 rns. 

Further ,  t h i s  reques t  must be serv iced  before  exceeding 

the time l i m i t  of 5.2 ms. Therefore,  t h i s  i n t e r v a l  

between 2.8 m s  and 5.2 m s  may be considered as the margin 

aga ins t  d a t a  loss. A s  noted e a r l i e r ,  none of t h i s  margin 

aga ins t  d a t a  loss was used by P1 Processing the l i v e  load. . 
It should be r e a l i z e d ,  before  l eav ing  th i s  sec t ion ,  

t ha t  o t h e r  d a t a  frames a l s o  s t a r t  I n  t h e  time i n t e r v a l  

encompassed by the absc issa .  However, the most c r i t i c a l  

case envisioned, was the TITAN frame shown. Therefore,  

the o t h e r  frames occurr ing  i n  t h i s  i n t e r v a l  are not 

shown. 

b. Gemini Combined Live and Simulated Missions 

The r e s u l t s  of processing the  combined loads  have 

The small  l e t t e r  " 8 "  been p l o t t e d  g raph ica l ly  on Figure 5. 

on s e v e r a l  frames i n d i c a t e s  tha t  they a r e  s imula t ion  

e n t r i e s .  The resul ts  are i n t e r p r e t e d  i n  the  same way a s  

the l i v e  mission (on ly )  j u s t  covered i n  the previous 

s e c t i o n .  However, there are s e v e r a l  d i f f e rences  which 

r e q u i r e  some d iscuss ion .  
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A Delta Clock I n t e r r u p t  has been added t o  t h e  

Processing load.  The Delta  Clock i s  t h e  only func t ion  

tha t  has a higher p r i o r i t y  than the e x t e r n a l  i n t e r r u p t s  . 
Therefore,  with an assumed Delta Clock. i n t e r r u p t  occur r ing  

ia t  about 2.5 m s ,  i t  would capture  a s e r v i c i n g  i n t e r v a l  

Uetween Channels 13 and 1 2  a s  shown i n  Figure 5. 

I n  add i t ion  t o  the Delta Clock i n t e r r u p t ,  i t  has 

a l s o  been assumed t h a t  a request  t o  t r a n s f e r  a c h a r a c t e r  

oub t o  t h e  magnetic tape  u n i t  has occurred a t  about 4 m s .  

T h i i  would not  cause any d i f f i c u l t y  i n  t ha t  i t  could only 

add, a t  most, two 4.8 vsec.  memory cyc les  t o  t he  processing 

time b e d .  T h i s ,  of course,  i s  so r e l a t i v e l y  small t h a t  

i t  canhot be seen on the  mil l isecond s c a l e  on Figure 5. 
1 

Also,  a small delay i n  t r a n s f e r r i n g  a c h a r a c t e r  t o  tape 

will have no adverse cha rac t e r  t r a n s f e r  consequences as 

d iscussed  i n  the Transfer  Memorandum. I n  a d d i t i o n  t o  t h i s  

output  t ranf i fe r ,  s eve ra l  Incoming c h a r a c t e r  t r a n s f e r s  could 

a l s o  occur  i n  t h i s  i n t e r v a l ,  wi th  no s i g n i f i c a n t  e f f e c t .  

The Oombining of l i v e  and s imula t ion  loads  has 

n e c e s s a r i l y  placed a heavier  burden on process ing  time. 

Therefore,  t he  reques t  a t  2.8 m s  t o  t r a n s f e r  the TITAN 

c h a r a c t e r  cannot be served immediately, r e s u l t i n g  i n  the 

use of some of the margin aga ins t  data loss. It w i l l  be 

noted  on Figure 5 tha t  a t  the time the t r a n s f e r  reques t  

comes up (2.8 ms) on Channel 12, the 490 computer has 

s e v e r a l  h ighe r  p r i o r i t y  i n t e r r u p t  r eques t s  a s  y e t  unserved 
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on t h i s  channel. I n  o t h e r  words, the computer must 

acknowledge the outs tanding I n t e r r u p t s  from CLT's 63, 53, 
and 47 on 1/0 Channel 1 2  before the TITAN reques t  can be 

served. This occurs a t  about 3.6 m s  as shown on Figure 5, as 

the s t a r t  of the remaining margin. Now t ak ing  the range 

between 2.8 m s  and 5.2 m s  as t h e  t o t a l  margin aga ins t  data 

loss, i t  w i l l  be noted that we have used about 33% of t h i s  

6. Resul ts  

The P1 Processing c a p a b i l i t i e s  of the Univac-490 

Communications Processor were shown t o  be adequate t o  handle 

the Gemini peak loads  developed i n  Sec t ion  4. T h i s  has 

been shown on the time usage c h a r t s  of Figures  4 and 5. 

When the peak Gemini l i v e  load  was appl ied  t o  

the algorithm, t h e r e  was no reduct ion  i n t h e  margin aga ins t  

data loss. Next, the s imulat ion load was added t o  t h e  l i v e  

load.  With t h i s  combined load, the t i m e  usage of Processing 

was such that ,  i n  t h e  worst case, about 33% of the margin 

a g a i n s t  data l o s s  was used. 

It has been e s t ab l i shed  e a r l i e r  t ha t  the most 

s e r i o u s  consequence of using an excess  amount of t i m e  I n  P1 

Processing is p o t e n t i a l  da t a  loss. I n  some cases ,  t he  

l i k e l i h o o d  of l o s t  data is g r e a t e r  than  o the r s .  S p e c i f i c a l l y ,  

d a t a  loss is more l i k e l y  when there are very s h o r t  time gaps 
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between successive frames of data. With shor t  gaps the 

P1 Processing time a t  t h e  end of one frame may be very 

c l o s e  o r  even overlap t h e  first c h a r a c t e r  t r a n s f e r  

a s soc ia t ed  w i t h  t he  start of t h e  next frame. Therefore, 

a 
i n  o r d e r  t o  apply t h e  most c r i t i c a l  c r i t e r i o n ,  i n  de t e r -  

mining t h e  margin aga ins t  da ta  loss, a c i r c u i t  was chosen 

w i t h  t he  s h o r t e s t  gaps between frames of data. To cause 

even more stress, t h e  c i r c u i t  i s  low i n  the o rde r  of 

a 
s e r v i c e  p r i o r i t y .  S p e c i f i c a l l y ,  i t  i s  a l i n e  t ha t  c a r r i e s  

t h e  incoming Gemini and TITAN te lemetry data frames i n t o  

t h e  Communications Processor. The 33% margin usage, c i t e d  

i n  t h e  previous paragraph, app l i e s  t o  t h i s  c r i t i c a l  l i n e  

only.  Other l i n e s  use considerably l e s s  margin. 

The s ign i f i cance  of exceeding t h e  margin i s  tha t  

succeeding cha rac t e r s  of data ,  seeking e n t r y  i n t o  t h e  CP, 

cannot be accommodated because t h e  Processing time usage has 

consumed the  margin. When these c h a r a c t e r s  cannot be 

accommodated i n  time, they remain i n  a r e g i s t e r  too  long and 

a r e  overwr i t ten  by t h e  next succeeding cha rac t e r .  a 
A t t  . 
Appendices A and B 
F igures  1-5 

a Copy (wi th  attachments) t o  
See next page 
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THE GEMINI LIVE LOAD 

TYPE 
CLT OF BITS FRAMES TIME PER.  XMSN. 
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APPENDIX A 

The P, Processing Algorithm 

General 

The P1 Processing a lgor i thm is a log ica l  model, i n  

d iagramt ic  form. It s p e c i f i e s  the o p e r a t i o n a l  f l o w  of t h e  

P1 Processing f u n c t i o n  performed by the UNIVAC-490 Communi- 

ca-tions Processor  (CP). The task of PI, i s  t o  recognize t ha t  

a frame of data has  been de l ivered  I n t o  the CP. This task Is 

e s s e n t i a l l y  accomplished by a Record I n t e r r u p t  Sequence of 

i n s t r u c t i o n s .  This sequence is executed when a n  incoming data 

frame has been completely received.  

The basic func t ion  of the  a lgor i thm is t o  determine 

the amount of 490 computer time used by P1 Processing.  

a d d i t i o n ,  t h i s  time usage is evaluated,  t o  see I f  it has ex- 

I n  

ceeded some l i m i t .  

a t  which s e r i o u s  degradat ion occurs i n  Communications Processor  

The time l i m i t  f o r  P1 usage is t h e  p o i n t  

performance. The moat s e r i o u s  degradat ion envisioned, i s  t h e  

loss  of data. 

s o  tha t  i n s u f f i c i e n t  time remained t o  t r a n s f e r  a n  incoming 

data character i n t o  t h e  490 computer. Therefore,  t he  time 

This could occur if enough time was used by P1, 

s t a t u s  of incoming data t r a n s f e r  r eques t s  i s  p e r i o d i c a l l y  

surveyed and compared w i t h  t h e  time s t a t u s  of P1 Processing. 
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I n  t h i s  way, It l a  determined, whether o r  n o t  P1 time usage 

has exceeded, o r  even approached i t s  time l i m i t .  This is 

t h e  main output  of t h e  algorithm. The c r i t e r i o n  chosen t o  

measure t h i s  time usage, i s  the  margin a g a i n s t  data l o s s .  

The margin is a range i n  time. The s t a r t  ti.me of the  margin, 

l e  the time a t  which a data  c h a r a c t e r  I s  a v a i l a b l e  for transfer 

i n t o  t h e  computer. If the computer is f ree  a t  t h i s  t i m e ,  l . e . ,  

performing no o t h e r  h i g h e r  p r i o r i t y  tasks, i t  can t ransfer  

t h i s  data c h a r a c t e r  immediately. I n  t h i s  case, none of t h e  

margin would be used. The te rmina t ing  t i m e  of the margin, Is 

t h e  time l l m i t  f o r  t r a n s f e r r i n g  t h i s  data character I n t o  the  

computer. I f  the c h a r a c t e r  is n o t  t r a n s f e r r e d  by th i s  t i m e ,  

i t  w i l l  be destroyed by the next  incoming character. These 

two extremes are taken as t h e  zero,  and one-hundred pe rcen t  

usage p o i n t s  r e spec t ive ly ,  of t h e  margin a g a i n s t  data loss. 

The a lgor i thm a l s o  permits determinat ion of a l l  percentage 

p o i n t s  between the  two extremes, as well  as p o i n t s  exceeding 

one-hundred percent .  

A s u b s i d i a r y  output  of t h e  a lgo r i thm i s  t h e  amount 

of delay t o  t h e  t r a n s f e r  of incoming characters from t h e  

Real Time Computer Complex, This p o t e n t i a l  deiay comes about  

because of t he  demand-response n a t u r e  of t h e  i n t e r f a c e  between 

the  Communications Processor  (CP), and t h e  Real Time Computer 
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Complex (RTCC). With t h i s  In t e r f ace ,  data c h a r a c t e r s  from 

t he  RTCC w i l l  n o t  be accepted by t h e  CP while the CP is  

performing i t s  P1 Processing func t ion .  

data cha rac t e r s ,  If there  are any a t  t h i s  time, must be 

h e l d  i n  t h e  RTCC (de layed)  u n t i l  t he  CP has  completed P1 

Processing.  

0 Therefore,  these 

Although the algori thm i s  n o t  l i m i t e d  t o  t h e  s p e c i f i c  

s i t u a t i o n  used i n  t h i s  ana lys i s ,  it i s  cons t ra ined  t o  accomo- 

date t h i s  type of s i t u a t i o n .  S p e c i f i c a l l y ,  t h e  a lgor i thm i s  

designed t o  handle  a P1 Processing load t h a t  c o n s i s t s  of a l l  

e x t e r n a l  i n t e r r u p t s ,  and perhaps one o r  two Delta c lock  i n t e r -  

r u p t s .  The load is  expected t o  have co inc iden t  frame endings, 

which w i l l  be on c i r c u i t s  t h a t  are mult iplexed onto three  490 

computer 1/0 channels.  One channel w i l l  be used t o  s e r v e  t h e  

Real Time Computer Complex (RTCC) c i r c u i t s ,  and t h e  o t h e r  two 

1/0 channels w i l l  s e r v e  a l l  t h e  high speed data c i r c u i t s .  

It has been convenient t o  break the algori thm i n t o  

a series of sub-funct ions,  and d i s p l a y  each sub-function on a 

separate diagram. These a r e  shown as diagrams 1 through 9 .  

Preceding t h e  diagrams I s  Table 1, which l i s t s  the var ious  

symbols used throughout t'ne diagrams. 

enc losures  i n  the  diagrams a r e  used t o  denote  the d i f f e r e n t  

The var ious  shaped 

* opera t ions ,  which are performed i n  the  a lgo r i thmic  process .  
0 
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The rec t ang le s  r ep resen t  ac t ions  which are taken, while t h e  

ovals r ep resen t  a r i t h m e t i c  manipulations . The diamonds take 

c a r e  of t he  log ic ,  i n  t h e  form of tests and b ina ry  (yes-no) 

dec is ions .  The numbered c i r c l e s  are connection poin ts ,  w i t h  

i d e n t i c a l  numbers denoting common po in t s  I n  the process.  

1. I n i t i a l i z a t i o n  

The f i r s t  sub-functlon i n  t he  algori thm i s  I n i t i a l i -  

za t ion ,  and  i s .  shown on Diagram 1. It is  here, t h a t  the 

s t a r t i n g  condi t ions,  f o r  the algorithm, are e s t ab l i shed .  

a .  S e t t i n g  "T" 

The f i r s t  operation, i s  of t h e  a r i t h m e t i c  type, 

which sets t h e  running var iab le  "T" t o  zero.  "T", of course,  

I s  pr imar i ly  used t o  keep t r ack  of the amount of 490 computer 

time used by P1 Processing. 

b: Logging External I n t e r r u p t s  

The next operation, which i s  an  ac t ion ,  logs i n  t h e  

e x t e r n a l  i n t e r r u p t s  a t  T = 0. These i n t e r r u p t s  represent t h e  

P1 Processing load, because each i n t e r r u p t  s i g n i f i e s  t h a t  a 

frame of data has been completely de l ivered  t o  the 490 com- 

pu te r .  It w i l l  be noted t h a t  t he  a lgor i thm has been designed 

t o  h a n d l e  a group of coincident  frames, i .e. ,  each frame Is 

completely i n  t h e  490 computer a t  T = 0. The reason f o r  

choosing co inc ident  frame endings is  tha t  t h i s  s i t u a t i o n  

p laces  the  g r e a t e s t  stress on P1 Processing. 
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c.  Logging Delta Clock I n t e r r u p t s  

The next  r ec t ang le  provide the opportuni ty  t o  

in t roduce  a Delta Clock I n t e r r u p t .  Since the Delta Clock 

i n t e r r u p t  i s  the only higher  p r i o r i t y  funct ion,  than Ex- 

t e rna l  i n t e r r u p t s ,  i t  must be accomodated when i t  occurs.  

d .  Logging Transfer  Requests 

The next  operat ion is concerned wi th  logging i n  

the i n i t i a t i o n  times of Transfer  r eques t s  (Rid). 

requi red  because t h e  algorithm must determine a P1 Proc- 

e s s i n g  t i m e  l i m i t ,  which i s  a func t ion  of cha rac t e r  t ransfer  

t imes.  

This is 

Input  data reques t  ( fo r  t r a n s f e r )  times may be 

determined from the f ollowing equation: 

R i J  = q j  + ( B i j  C i J )  - B i j / 2  

where 

= Request i n i t i a t i o n  time t o  t r a n s f e r  the f i r s t  

cha rac t e r  of t h e  f irst  frame fol lowing t h e  
R i J  

i n t e r r u p  t, on t h e  i t h  c i r c u i t  of 1/0 channel 

= Frame s t a r t  t i m e ,  i .e . ,  t h e  t i m e  a t  which the F i J  
f i r s t  b i t ,  of t he  f i r s t  charac te r ,  of the next 

frame (fol lowing t h e  i n t e r r u p t  on the i t h  c i r c u i t  

on 1/0 channel j ) ,  e n t e r s  the assembly r e g i s t e r  

i n  t h e  CLT, 
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= Time requi red  t o  t r a n s m i t  each b i t  on t h e  B i J  
i t h  c i r c u i t  on 1/0 channel j, and 

= Character s i ze ,  measured i n  t h e  number of 
b 

c i J  
b i t s ,  on the i t h  c i r c u i t  on 1/0 channel j .  

For  example, t he  r eques t  ( R  ) t o  t r a n s f e r  the 1 3  
f i r s t  character i n  t h e  next  frame of data, fo l lowing  the 

i n t e r r u p t  on c i r c u i t  47 (CLT p r i o r i t y  number), on 1/0 

channel 12, i s  computed as fol lows:  

This is a frame of TITAN data. It starts i n t o  t h e  

CLT a t  0.4 m s  ( a f t e r  time zero) ;  t he re fo re ,  F = 0.4. S ince  

t h i s  c i r c u i t  opera tes  a t  a t ransmiss ion  ra te  of 4.8 kB/second, 

each b i t  r equ i r ed  0.208 mi l l i seconds  ( m s )  f o r  t ransmiss ion  

1 3  

o r  Bi j  = 0.208 ms. 

frame i s  comprised of 12 b i t s ;  therefore,  

F ina l ly ,  each character i n  t h i s  TITAN 

= 12. NOW put- % j 
t i n g  the  whole equat ion  toge ther ,  w e  have R = 0.4 + (0.208 

i j  
x 1 2 )  - 0.208/2 = 2.792 m s .  

I n  a d d i t i o n  t o  inpu t  data r e q u e s t s  f o r  Transfers ,  

the  a lgor i thm is equipped t o  handle  r e q u e s t s  t o  t r a n s f e r  char- 

acters out  t o  t he  high speed data c i r c u i t s .  It has n o t  been 

designed t o  accomodate output  r eques t s  f o r  c h a r a c t e r  t r a n s f e r s  

t o  t h e  RTCC, s i n c e  these are n o t  expected t o  p re sen t  a problem 

(see Appendix B ) .  
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Output high speed data c i r c u i t s  r e q u e s t s  may be 

Introduced a t  times when they would be expected t o  occur. 

It I s  not  envisioned tha t  any computation w i l l  need t o  be 

performed t o  in t roduce  these  output r e q u e ~ t s .  Rather,  a 

value,  o r  values  of R may be pos tu la ted  and introduced 

d i r e c t l y .  However, i n  logging reques ts ,  it is necessary t o  

d i f f e r e n t i a t e  the outputs  from the inpu t s ,  because the 

13 

algori thm handles them d i f f e r e n t l y .  

e. Logging Transfer  L i m i t s  

The next opera t ion  i n  I n i t i a l i z a t i o n ,  is the  log- 

ging  of the t ime l i m i t  f o r  s e rv ing  each i n p u t  reques t .  The 

emphasis h e r e i n  is on input  requests, because a f a i l u r e  t o  

serve an input  reques t  i n  time, r e s u l t s  i n  data l o s s .  On 

the o t h e r  hand i f  an output reques t  is not  served promptly, 

i t  is merely delayed. 

All of the input  ( t o  the  CP) l i n e  te rmina t ing  u n i t s  

(CLT's and CCU's) are equipped wi th  s i n g l e  c h a r a c t e r  queuing 

regis ters .  When an incoming cha rac t e r  is assembled, It I s  

placed I n  t h i s  queuing r e g i s t e r .  A t  t he  same time the  t r a n s -  

f e r  reques t  s i g n a l  ( R  ) i s  generated.  I f  the  490 computer 

is not performing another  task a t  t h i s  time, the c h a r a c t e r  

w i l l  be t r a n s f e r r e d  i n  immediately. I f  the computer cannot 

i J  
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s e r v e  t h e  r eques t  immediately, the character waits i n  the 

queuing regis ter .  Since it I s  a s i n g l e  c h a r a c t e r  queuing 

register, t h e  wa i t ing  cha rac t e r  may remain i n  the queuing 

register,  on ly  f o r  the amount of t i m e  i t  takes t o  assemble 

i j  
the  next  cha rac t e r .  

and C 

c r l b e d  previous ly .  It is necessary, t o  r e f e r e n c e  t h e  t i m e  

This I s  given  as (Bij Ci$, where B 

are  the b i t  times, and c h a r a c t e r  i eng ths ,  as des- 
i j  

l i m i t  f o r  t h e  c h a r a c t e r  wait, t o  t h e  time when i t  Is placed 

i n  t h e  queuing r eg i s t e r  ( R  ). Therefore,  the time l i m i t  

f o r  s e rv ing  each i n p u t  da ta  r e q u e s t  f o r  c h a r a c t e r  t r a n s f e r  
1J  

+ ( B  G ). For  example, t he  time is given  as Li j  = Rij  I J  i J  
l i m i t  f o r  s e rv ing  the  TITAN frame coming i n  on CLT-47 of 

1/0 channel 12 i s  L = 2.792 + (0.208 x 1 2 )  = 5.288 m s .  

Now t h a t  a l l  t h e  necessary information has been 
i j  

logged i n  o r  recorded, w e  move on t o  t h e  s e l e c t i o n  of t h e  

f i r s t  i n t e r r u p t  f o r  P1 Processing.  

f .  S e l e c t i n g  I n t e r r u p t  

S e l e c t i o n  of t h e  h i g h e s t  p r i o r i t y  i n t e r r u p t  i s  

e s s e n t i a l l y  conducted a t  two l e v e l s .  The 1/0 channel i s  

t he  major p r i o r i t y ,  and the  communication c i r c u i t  is t h e  

minor p r i o r i t y  l e v e l .  The h i g h e s t  numbered channel is 

given  precedence over  t h e  lower numbered channels.  There- 

fore ,  an i n t e r r u p t  on channel 14 would be served  before a n  

i n t e r r u p t  on channel 13, e t c .  
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When a n  1/0 channel has  been selected, t h e  p a r t i c u l a r  

c i r c u i t  on t h a t  channel t o  be g ran ted  s e r v i c e ,  depends upon 

t h e  p r i o r i t y  number of t h e  CLT t h a t  te rmina tes  the c i r c u i t .  

Again, t h e  h i g h e s t  numbered CLT w i l l  be g iven  preference  over  

0 

t h e  lower. 

On I/O channel 14, which i n t e r f  ,3es w i t h  t h e  RTCC, 

t h e  Communications Control  Unit takes t h e  place of t h e  CLT. 

I n  t h i s  case,  t h e  p r i o r i t y  of t he  c i r c u i t s  from the RTCC from 

high t o  low I s :  MOC, SOC, and GSSC. 

2 .  Processing I n t e r r u p t s  

The second sub-function i n  the a lgor i thm is P1 Proc- 

e s s i n g  as shown on Diagram 2 .  This, of course,  I s  t he  heart  

of the algori thm, where we keep t r a c k  of the amount of t i m e  

consumed by P1 Processing.  

It w i l l  be seen t h a t  t h i s  diagram is entered  through 

connector 1. This is t h e  poin t  from which we have j u s t  come, 

on t h e  previous diagram (1). Therefore,  the f i r s t  i n t e r r u p t  

t o  be processed has been selected. 

whether o r  n o t  t h i s  e x t e r n a l  i n t e r r u p t  is from a high speed 

data (HSD) c i r c u i t  ( l i n e ) .  If the  i n t e r r u p t  is from a n  HSD 

l i n e ,  i t  w i l l  r e q u i r e  about  0.30 m s  f o r  Processing.  

shown on Diagram 2 by inc reas ing  the va lue  of "T" , which is 

Now i t  must be determined, 

This Is 
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i n i t i a l l y  zero, by 0.30 m s .  This i s  t h e  amount of 490 

computer t i m e  consumed by going through t h e  "Record I n t e r -  

r u p t  Sequence" of program i n s t r u c t i o n s ,  as w e l l  as "Toggling" 

t h e  h igh  speed b u f f e r s .  

If  the i n t e r r u p t  is n o t  from an HSD c i r c u i t  ( l i n e ) ,  

it w i l l  be from the  RTCC or  t h e  Delta Clock. It i s  recog- 

nized t h a t  other  types of i n t e r r u p t s  are p o s s i b l e  i n  t h i s  

system, however, t h i s  a lgori thm is  cons t ra ined  t o  the ex- 

t e rna l  HSD, and RTCC i n t e r r u p t s  genera ted  by incoming data 

frames, as well  as the Delta Clock i n t e r r u p t s .  I n  e i the r  

case  (RTCC o r  Delta Clock), on ly  0.13 m s  is r equ i r ed  f o r  P1 

Processing, which I s  shown i n  t h e  lower ova l  on Diagram 2. 

This reduct ion  I n  Processing Time (0.30 m s  t o  0.13 m s )  comes 

about  because there i s  no "Toggling" opera t ion  t o  be per- 

formed when "Recording" a n  RTCC o r  Delta Clock i n t e r r u p t .  

After t h e  value of T is p rope r ly  adJusted,  t h e  II I1 

a lgor i thm i s  a t  t h e  connector 2 p o i n t .  From here, the process  

moves on t o  connectofi 2 on t h e  next  sub-funct ion shown on 

Diagram 3. 

3. S e l e c t i n g  the Next I n t e r r u p t  

Tine sub-funct ion of s e l e c t i n g  t h e  succeeding l n t e r -  

r u p t  f o r  Processing, i s  shown on Diagram 3. The f i r s t  oper- 

t l o n  i s  a s tep of l o g i c .  It  i s  used t o  determine whether o r  
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n o t  there are  more i n t e r r u p t s  ( d a t a  f rames)  f o r  P1 Processing.  

I f  t h e  answer i s  yes,  t h e  highest p r i o r i t y  outs tanding  i n t e r -  

r u p t  i s  selected f o r  Processing. However, b e f o r e  moving on 

t o  Processing, ano the r  determinat ion i s  made as shown by t h e  

second diamond enc losure  on Diagram 3 .  Here i t  Is determined 

whether  o r  no t  there is  a p o s s i b i l i t y  of us ing  any of the  

margin a g a i n s t  data  loss .  If a l l  r eques t s  f o r  t r a n s f e r s  a re  

t o  be released" a t  times g r e a t e r  than ( T  re f lec ts  t h e  

c u r r e n t  time s t a t u s  of P1 Processing),  there can be no con- 

t e n t i o n  between t r a n s f e r  and  Processing.  It t h e r e f o r e  

"T". 

fol lows,  t h a t  there can then be no usage of t h e  margin a g a i n s t  

data  l o s s .  If there i s  no poss ib l e  conten t ion ,  a yes" answer 

r e s u l t s  here. This, of course, p l aces  t h e  process  a t  connector 

1, from where i t  is  re turned  t o  Diagram 1. This permits t h e  

l a s t  selected i n t e r r u p t  t o  be Processed. 

It 

If a "no" answer had r e s u l t e d  a t  the  second dec i s ion  

p o i n t  on Diagram 3, it would have Ind ica t ed  t h e  p o s s i b i l i t y  of 

some margin usage. I n  t h i s  ca se  the process  would have been 

d i r e c t e d  t o  connector 3 on Diagram 3, which leads t o  t h e  next  

diagram. 

* Trans fe r  r eques t s  are  r e l eased  a t  t h e i r  i n i t i a t i o n  times 
(Rid), which were logged i n  as p a r t  of the  f i r s t  sub-funct ion 
of i n i t i a l i z a t i o n .  
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4. Class if ying Trans fe r  Request 

The process  of c l a s s i f y i n g  a t r a n s f e r  r eques t  is  

shown on Diagram 4. On e n t e r i n g  t h i s  diagram, i t  has a l -  

ready been established, t h a t  one o r  more r eques t s  f o r  t r a n s -  

f e r  occur a t  times, t ha t  could c o n f l i c t  wi th  P1 Processing.  

The basic  purpose of t h i s  sub-function, is  t o  deal w i t h  these 

r eques t s  sys t ema t i ca l ly .  

It should be recognized t h a t  there may be more than  

one t r a n s f e r  r eques t  t o  deal w i t h .  Therefore, i f  s e v e r a l  

r e q u e s t s  have been i n i t i a t e d ,  w e  must somehow choose them, 

one-at-a-time, and examine them. The mechanism f o r  choosing 

them, i s  on t h e  basis of p r i o r i t y .  It has been dec ided  t o  

s e l e c t  t h e  h ighes t  p r i o r i t y  r e q u e s t  f i rs t ,  s ince  t h i s  would 

t y p i c a l l y  be the f i r s t  one t o  be served.  This opera t ion  I s  

shown by t h e  r e c t a n g l e  on Diagram 4. 

After t h e  r eques t  i s  selected,  i t  must be c lass i f ied ,  

s i n c e  d i f f e r e n t  types of reques ts  a re  handled d i f f e r e n t l y  by 

t h e  algori thm. 

c l o s u r e ) ,  i t  i s  determined whether  o r  n o t  i t  is  an RTCC r eques t .  

Assume f o r  t h e  moment, t h a t  i t  is n o t  an RTCC reques t .  I n  t h i s  

case,  i t  must be a high speed data (HSD) l i n e - r e q u e s t ,  and w e  

A t  t h e  f i r s t  s t e p  i n  l o g i c  ( t h e  diamond en- 

ob ta in  a "no" answer. This takes us t o  the  second d e c i s i o n  
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p o i n t  on Diagram 4. 

r e q u e s t  i s  on the other HSD 1/0 channel of the 490 computer, 

which is no t  a c t i v e  w i t h  t h e  c u r r e n t  i n t e r r u p t .  I f  t h i s  is 

the case, a "yea" answer I s  obtained, and t h e  process  moves 

t o  t h e  next  dec i s ion  po in t .  Here It Is determined whether  

o r  n o t  the r eques t  p r i o r i t y  is greater than t h e  I n t e r r u p t  

p r i o r i t y .  If the answer i s  yes, t h e  process moves on t o  t h e  

next  diagram, through connector 4, where t h e  r e q u e s t  w i l l  be 

Processed. To recap; t h i s  cha in  of l o g i c  has c lass i f ied  t h i s  

Here, it i s  determined i f  the t r a n s f e r  

t r a n s f e r  r eques t  as a n  HSD l i n e  reques t ,  t h a t  has occurred on 

t h e  h igher  p r i o r i t y  HSD 1/0 channel. 

should be r e a l i z e d  t h a t  the  c u r r e n t l y  s e l e c t e d  I n t e r r u p t ,  I s  

on t h e  lower p r i o r i t y  HSD 1/0 channel. 

A t  t h e  same time, i t  

I f  t h e  r e q u e s t  p r i o r i t y  had not  been greater  than t h e  

i n t e r r u p t  p r i o r i t y ,  i t  would have i n d i c a t e d  t h a t  t h e  r eques t  

was on t h e  lower HSD I / O  channel. I n  t h i s  case,  t h e  r eques t  

could not  be served, because of t h e  outs tanding  i n t e r r u p t s  on 

t h i s  lower p r i o r i t y  channel. Therefore,  t h e  r eques t  I s  i n -  

h i b i t e d  f o r  one P1 s e r v i c e  i n t e r v a l  be fo re  i t  i s  aga in  examined. 

The reason f o r  i n h i b i t i n g  t h e  r e q u e s t  f o r  one s e r v i c e  i n t e r v a l  

i s  twofold. F i r s t ,  the s i t u a t i o n  may change a f t e r  the  next  

s e r v i c e  I n t e r v a l ,  i . e . ,  t he  r e q u e s t  and I n t e r r u p t  could now 

be on t h e  same 1/0 channel.  Secondly, we want t o  remove t h i s  
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request  from the next  t es t ,  i.e., "More R < T"? This t e s t  

determines whether o r  not  t he re  are any more t r a n s f e r  r eques t s  
1 3  

t o  be examined. I f  the  answer i s  yes,  the  process  is re turned  

t o  the top  of Diagram 4, through connector 3, and a next  
0 

reques t  i s  se l ec t ed ,  e t c .  I f  the answer i s  no, w e  r e t u r n  t o  

Diagram 2, through connector 1, and Process the las t  s e l e c t e d  

i n t e r r u p t .  

I f  the reques t  had been on the same channel as the 

i n t e r r u p t ,  and th i s  was the lower p r i o r i t y  channel,  the process  

would have led t o  connector 7 on Diagram 4. 

Diagram 8 which i s  descr ibed later.  

This leads t o  

If' both  request  and 

I n t e r r u p t  had been on the higher  p r i o r i t y  channel,  i t  might 

be necessary t o  jump down t o  the lower 1/0 channel t o  Process 

t he  next  i n t e r r u p t .  T h i s  w i l l  occur  i f  the reques t  is from a 

higher  p r i o r i t y  CLT than the  c u r r e n t l y  s e l e c t e d  I n t e r r u p t .  

The reason f o r  t h i s  i s  the outs tanding i n t e r r u p t s  on the lower 

p r i o r i t y  HSD 1/0 channel,  which are a higher func t ion  p r i o r i t y  

than  t r a n s f e r  reques ts .  This l o g i c  i s  shown by the lowest 

diamond and rec tangle  i n  the c e n t e r  of Diagram 4. 

5. Serving HSD Request on a Non-P, Busy Channel 
* 

The se rv ing  of a hlg! speed data reques t  on a Eon-P, 

busy channel* i s  a s imple  process 
A 

as shown on Diagram 5. I n  

* A  channel tha t  i s  not  engaged i n  
i n t e r r u p t s .  

the record ing  of e x t e r n a l  
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serv ing  t h e  reques t  ( e f f ec t ing  t h e  t r a n s f e r ) ,  a smal l  amount 

of computer time i s  used. The t i m e  used amounts to ;  two 4.8 

microsecond ( p s )  memory cycles,  or a t o t a l  of 9.6 ps (0.0096 

m s ) ,  as shown I n  the  oval.  

0 
One memory cyc le  i s  used t o  up- 

data a Buffer  Control Word (BCW), and t h e  o the r  t o  a c t u a l l y  

t r a n s f e r  the  da ta  cha rac t e r .  This opera t ion  i s  no t  l imi t ed  

t o  Input  o r  output t r ans fe r s ,  bu t  w i l l  handle e i the r  type. 

After the reques t  i s  served, i t  must be determined whether 

o r  n o t  there are  any more requests  t h a t  have been re leased ,  

i .e . ,  any R < T. If the  answer I s  yes, t h e  process r e t u r n s  

through connector 3, t o  Diagram 4. Here, the  r eques t  goes 

through the c l a s s i f y i n g  sub-function, which has been previous ly  

descr ibed.  I f  t h e  answer I s  no, on Diagram 5, t h e  process is  

re turned  t o  connector 1 on Diagram 5. Then i t  r e t u r n s  t o  

connector 1 on Diagram 2 f o r  Processing t h e  i n t e r r u p t .  

I J  

It w i l l  be noted t h a t  no record I s  kept,  of the de -  

lays i n  serv ing  t r a n s f e r s  on t h i s  non-P1 busy channel. 

reason  f o r  t h i s  i s  as follows; the ope ra t ing  c h a r a c t e r i s t i c s  

of the Communications Processor are such, tha t  a s i g n i f i c a n t  

de l ay  t o  these t r a n s f e r s  i s  v i r t u a l l y  Impossible.  I n  o t h e r  

words, t r a n s f e r  r eques t s  on the h igner  p r i o r i t y  non-P1 busy 

channel w i l l  always be served almost immediately. 

The 
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6. Logging RTCC Requests 

When a r e q u e s t  t o  t r a n s f e r  a data character i s  not 

a s s o c i a t e d  wi th  a high speed data (HSD) l i n e ,  it is associa- 

t e d  w i t h  t h e  Real Time Computer Complex (RTCC) l i n e s  

t h i s  case (RTCC), the t r a n s f e r  r e q u e s t  is handled d i f  f e r e n t l y  

than  t h e  HSD l i n e  r eques t s .  The a lgor i thm sub-funct ions on 

Diagrams 6 and 7, a r e  dedicated t o  handl ing these RTCC data 

t r a n s f e r  r eques t s  . 

I n  

Diagram 6 is entered from connector 5 on Diagram 4. 

A t  t h i s  p o i n t  i t  has been e s t ab l i shed  t h a t  t h e  t r a n s f e r  r d -  

ques t  i s  n o t  a s s o c i a t e d  w i t h  a h igh  speed data l i n e .  There- 

f o r e ,  i t  must be a s s o c i a t e d  w i t h  the  RTCC l i n e s .  

It w i l l  be noted t h a t  t h e  f i r s t  opera t ion  on Diagram 

6, is t o  log t h e  RTCC request .  The reason f o r  logging, and 

n o t  s e rv ing  the  reques t ,  is d ic t a t ed  by t h e  demand-response 

c h a r a c t e r i s  t i c s  of t h e  I n t e r f a c e  between t h e  Communicatlons 

Processor  ( C P )  and t h e  RTCC. This  i n t e r f a c e  opera tes  wi th  a 

"Ready-to-Receive" l i n e .  This l i n e  is a c t i v a t e d  by the  CP 

when i t  is ready t o  r ece ive  data characters from the  RTCC. 

Ac t iva t ion  of t h e  "Ready-to-Receive" l i n e  takes p l ace  i n  a 

sequence of i n s t r u c t i o n s  contained i n  a communications worker 

program. However, as long a s  t h e  CP is conducting the h igh  

p r i o r i t y  P1 Processing func t ion ,  i t  w i l l  no t  g e t  t o  the worker 

program t h a t  a c t i v a t e s  the Ready-to-Receive" l i n e .  Theref ore, I1 
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any RTCC data t r a n s f e r  reques ts  are logged, and served  only  

a f te r  a l l  P1 Procesaing I s  completecl. 

After t h e  RTCC Transfer r e q u e s t  i s  logged, as shown 

i n  t h e  r e c t a n g l e  of Diagram 6, it is  nex t  determined i f  any 

more r eques t  have been I n i t i a t e d  be fo re  time "T". Depending 

on t h e  outcome, a r e t u r n  w i l l  then be made t o  e i t h e r  Diagram 

3 or  4, as described i n  the previous s e c t i o n .  

7. Serving RTCC Request 
0 

After a l l  the P1 Processing i s  completed, the Ready- 

to-Receive l i n e  t o  the RTCC, may be a c t i v a t e d .  Then, data 

t r a n s f e r s  may be made between the RTCC, and the  CP. The sub- 

f u n c t i o n  shown on Diagram 7, i s  devoted t o  e f f e c t i n g  these 

t r a n s f e r s .  

This diagram i s  en tered  from connector 6 on Diagram 

3. A t  t h i s  point ,  I t  has been determined t h a t  a l l  of t h e  

i n t e r r u p t s  have been Processed. Therefore, w e  are  now ready 

t o  proceed wi th  the RTCC t r a n s f e r s  

The f i rs t  s t e p  is  one of l o g i c .  It determines i f  

there had been any RTCC Transfer r eques t s .  I f  there  a re  re- 

q u e s t s  i n  t h e  log, t h e  h i g h e s t  p r i o r i t y  one w i l l  be selected 

f i r s t ,  s i n c e  t h i s  would be the  f i r s t  one t o  be served .  

t h e  c h a r a c t e r  i s  t r a n s f e r e d ,  which uses  0.0096 m s  of time. 

Next 
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The nex t  opera t ion  is  a computation of the amount 

of time t h e  r e q u e s t  had t o  wa i t  (de l ay )  be fo re  being served .  

S ince  t h e  r e q u e s t  was i n i t i a t e d  a t  R and it wasn ' t  s e r v i c e d  I J '  0 
, It s u f f e r e d  a de lay  of (T-R ). Actual ly ,  t h i s  un t 11 " T" i J  

de lay  q u a n t i t y  of (T-RIJ) i s  n o t  r igorous,  s i n c e  the r e q u e s t  

would n o t  be served  e x a c t l y  a t  time T. Rather, i t  would be 

served  a l i t t l e  l a t e r  than  T, because s e v e r a l  i n s t r u c t i o n s  

would have t o  be executed before  the Ready-to-Receive l i n e  

could be a c t i v a t e d .  However, t h e  q u a n t i t y  (T-R ) i s  approxl-  

mately c o r r e c t ,  i n  t h a t  t he  e r r o r  i s  considered i n s i g n i f  i c a n t .  
i J  

The nex t  opera t ion  is merely a record ing  of t h e  amount 

of delay.  It seems advisable  t o  keep a record  of these t r a n s -  

f e r  delays f o r  a given l o a d  s i t u a t i o n ,  s i n c e  i t  I s  conceivable  

t h a t  t h e i r  magnitudes could be s e r i o u s .  

The sub-funct ion i s  now re tu rned  t o  connector 6, from 

where i t  can be repeated as o f t e n  as necessary .  

r e q u e s t s  have been served, t h e  a lgor i thm I s  terminated as 

When a l l  RTCC 

shown. 

8. Serving a High Speed Data Trans fe r  Request on a P1 Busy 
'Channel 

This sub-function, which is shown on Diagram 8, de- 

l i n e a t e s  s e rv ing  another  t y p e  of c h a r a c t e r  t r a n s f e r  r eques t .  

This i s  a h igh  speed data (HSD) l i n e  r e q u e s t  on an  I/O channel, 
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t h a t  is busy w i t h  P1 Processing. 

is p o t e n t i a l l y  the  most c r i t i c a l  opera t ion  included i n  t h e  

algori thm. For  if an inord ina te  amount of time has been used 

f o r  Processing, n o t  enough t i m e  w i l l  remain t o  s e r v i c e  t h i s  

type of request ,  and l o s t  data  w i l l  be t h e  r e s u l t .  

Serving t h i s  type of r eques t  

0 

The first operat ion on t h i s  diagram is entered from 

0 Diagram 4, connector 7. A t  t h i s  po in t ,  It has been e s t ab l i shed  

t h a t  t h e  t r a n s f e r  r eques t  is on t h e  same 490 computer I / O  

channel as the  c u r r e n t l y  s e l e c t e d  i n t e r r u p t .  I n  addi t ion ,  it 

has been established on Diagram 4, t h a t  both reques t ,  and 

i n t e r r u p t  are on the lower p r i o r i t y  HSD Computer 1/0 channel.  

Now, if t h e  c i r c u i t  (CLT) p r i o r i t y  of t h e  Transfer  reques t  i s  

lower than  t h e  i n t e r r u p t  p r i o r i t y ,  t h e  reques t  w i l l  no t  be 

served.  I n  t h i s  case,  t h i s  r eques t  w i l l  be i n h i b i t e d  f o r  one 

P1 Processing i n t e r v a l  before i t  can be examined aga in .  

I f  there a re  no more reques ts  w i th  i n i t i a t i o n  times 

less than "TI' ( R  < T),  the  process r e t u r n s  through connector 

1 t o  Diagram 2, where the  most r e c e n t l y  s e l e c t e d  i n t e r r u p t  is 
1 3  

Processed. If there a r e  more reques ts  w i t h  i n i t i a t i o n  times 

less than  "T", they are c l a s s i f i e d  by r e tu rn ing  t o  Diagram 4, 

through connector 3 .  Then they  are Processed, as descr ibed 

ear l ie r  i n  the  d iscuss ion  of Diagram 4. 

0 
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When the  p r i o r i t y  of the Trans fe r  r eques t  i s  equal  

t o  o r  greater than  the i n t e r r u p t  p r i o r i t y ,  It I s  served by i n -  

c r eas ing  "T" by 0.0096 as shown i n  t h e  ova l  on Diagram 8. 

Although, i n  a c t u a l  p r a c t i c e  the i n t e r r u p t  would be served  

f i r s t ,  t h e  r e q u e s t  i s  served f i r s t  i n  t h e  a lgor i thm.  This i s  

s impler ,  and it i s  n o t  considered t o  in t roduce  a s i g n i f i c a n t  

e r r o r  i n  the a lgor i thm.  

s i g n i f i c a n t ,  i s  when the  margin used, is  c a l c u l a t e d .  There- 

fore ,  a t  t h i s  t i m e ,  the time d i f f e r e n t i a l  introduced by t h i s  

The only  time a t  which t h i s  could be 

i n v e r t e d  s e r v i c e  order ing,  is co r rec t ed .  

I f  the r e q u e s t  J u s t  Processed, i n  the ova l  of Diagram 

8, is an "output" (from t h e  CP)  reques t ,  there can be no data 

l o s s ,  because t h e  data is  h e l d  i n  t h e  CP u n t i l  i t  can be out- 

pu t t ed .  I n  t h i s  case, the process  r e t u r n s  t o  t h e  upper branch 

and cont inues on normally.  It should be noted that  any de lays  

t o  these output  character t r a n s f e r s  have n o t  been computed. 

The reason f o r  t h i s  is  tha t  they  a re  n o t  expected t o  be sig- 

n i f i c a n t .  However, i n  the f u t u r e  i t  may be d e s i r e d  t o  expand 

the a lgor i thm t o  take account of these delays. I n  t h i s  case,  

delays may be simply computed, i n  the same way as t h e  RTCC re- 

ques t s ,  which ..*A- wGre explained i n  S e c t i o n  '?. 

L e t  us now assume, t h a t  the t r a n s f e r  r eques t  se rved  

I n  the  oval  on Diagram 8 was a n  l ' input".  Since i n p u t  t r a n s f e r s  

must be accomodated i n  time, o r  l o s t  data w i l l  r e s u l t ,  t he  
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amount of margin used i n  serv ing  t h i s  reques t  must be com- 

puted. T h i s  computation I s  covered on the next  diagram (9) . 
9. Computing Margin Used 

T h i s  sub-function, which i s  shown on Diagram 9, i s  
11 dedicated t o  determining j u s t  how c lose"  we have come t o  

the t i m e  l i m i t a t i o n  of P1 Processing. 

f o r t h  ear l ier ,  is  the po in t  at  which data loss occurs.  

This  l i m i t ,  as set  

A t  the o u t s e t  (connector 8), it has been established 
a 

that a data c h a r a c t e r  has been t r a n s f e r r e d  i n t o  the 490 com- 

puter .  The time a t  which it w i l l  a c t u a l l y  be i n  the computer 

Is ( T  + 0.05 ms). The d e r i v a t i o n  of t h i s  time i s  covered I n  

t h e  fol lowing paragraph. 
I t  II The v a l u e  of T here, is  the t i m e  at  which P1 

Processing has been completed f o r  t h e  previous I n t e r r u p t ,  

p l u s  the time t o  t r a n s f e r  t h i s  charac te r .  However, t h i s  

c h a r a c t e r  t r a n s f e r  cannot take p lace  u n t i l  a f t e r  a "Store 

Channel" i n s t r u c t i o n  i s  executed. This S t o r e  Channel l n s t r u c -  

t l o n  will be executed about 0.05 m s  a f t e r  Processing has com- 

menced on t h e  cu r ren t  i n t e r r u p t .  Therefore,  the time a t  which 

the data cha rac t e r  w i l l  b e  t r ans fe r r ed  i n t o  the computer Is 

( T  + 0.05).* 
a 

* T h i s  c o r r e c t s  the inver ted  o rde r  of s e rv l c ing ,  wNch was a discussed I n  the previous sec t ion .  
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The t i m e  range or margin, over which the c h a r a c t e r  

Transfer may take place,  i s  the  l i m i t  time less the  r eques t  

i n i t i a t i o n  time, o r  ( L  -R *). The segment of t h i s  margin 

tha t  was used t o  e f f e c t  the t r a n s f e r  i s  [(T + 0.05) - . R i J ] .  

The percentage of margin a g a i n s t  data loss used, i s  given by 

t h e i r  r a t i o ,  times 100, as shown i n  the oval  on Diagram 9. 

i J  1 3  0 

If t h i s  q u a n t i t y  exceeds lo@, data l o s s  i s  i nd ica t ed .  

F ina l ly ,  t he  margin used I n  t h i s  p a r t i c u l a r  case 
0 

( the  i t h  c i r c u i t  on channel 

process  cont inues.  A t  the  dec is ion  po in t  we r e t u r n  t o  con- 

n e c t o r  1 on Diagram 2, o r  c o m e c t o r  3 on Diagram 4, depending 

upon the presence,  o r  l a c k  of more reques t  i n i t i a t i o n s .  

) i s  recorded, and t h e  a lgor i thmic  3 

* The d e r i v a t i o n  of these q u a n t i t i e s  i s  covered under 1 ' I n i t i a l i -  
z a t i o n  i n  Sec t ion  1. 
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TABLE 1 

TABLE OF SYMBOLOGY FOR ALGORITHM 

V a r i  ab l e  s 

T = Running Variable for Time - Its value depends on 

I ts  s e q u e n t i a l  p o s i t i o n  i n  the algorithm. 

R = I n i t i a t i o n  Time of a Request t o  t r a n s f e r  a data 

c h a r a c t e r  i n  o r  ou t  of the c e n t r a l  computer of 

t h e  Communications Processor.  

L = Time L i m i t  f o r  se rv ing  a Request t o  t r a n s f e r  a data 

c h a r a c t e r  i n t o  the  c e n t r a l  computer. 

Indices  

1 = Index of communications c i r c u i t s .  

j - Index of Input/Output ( I / O )  c e n t r a l  computer 

channels.  

Example: RlJ = Request l n l t i a t i o n  t i m e  t o  t r a n s f e r  a 

data c h a r a c t e r  on the '  ith c i r c u i t  of 

1/0 channel j. 
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a APPENDIX B 

DELAYS TO CHARACTER TRANSFERS WITH THE RTCC 

General 

I n  the course of t h e  P1 Processing Analysis, i t  

was revea led  that  the  most s e r i o u s  consequence of us ing  t o o  

much t i m e  i n  P1 Processing, i s  t h e  p o t e n t i a l  l o s s  of data 

from a high speed data l i n e .  I n  add i t ion ,  a secondary 

consequence was noted. This is the p o t e n t i a l  de lay  t o  data 

from t h e  Real Time Computer Complex (RTCC).  

arises because of the c h a r a c t e r i s t i c s  of the demand-response 

i n t e r f a c e  between t h e  RTCC and t h e  Communications Processor 

This problem 

( c p )  

1. Demand-Response I n t e r f a c e  

The CP performs d a t a  t r a n s f e r s  with t h e  RTCC i n  

b a s i c a l l y  the same way tha t  i t  performs data t r a n s f e r s  w i t h  

t h e  high speed data l i n e s .  

de t a i l  in t h e  i n i t i a l  s e c t i o n s  of t h i s  memo. There i s ,  

This ope ra t ion  is descr ibed  i n  

however, i n  the RTCC case,  one no tab le  except ion.  T h i s  i s  

t h e  Ready-to-Receive l i n e ,  which runs between the  CP and the 

RTCC. Only when t h e  CP is ready t o  accept  data t r a n s f e r s  from 

t h e  RTCC, it " a c t i v a t e s "  the Ready-to-Receive l i n e .  When 

t h i s  occurs,  data commences t o  flow I n  e s s e n t i a l l y  t h e  same 

way as i t  does on the high speed data l i n e s .  
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The Ready-to-Receive l i n e  i s  Under the c o n t r o l  of 

a communications worker program, which i s  e n t i t l e d  the "U94 

Handler." I n  the course of execut ing the sequence of i n s t r u c -  

t i o n s  i n  t h i s  program, the Ready-to-Receive l i n e  i s  a c t i v a t e d .  

2. Processing Load E f f e c t s  

0 

I f  incoming data frame endings are appropr i a t e ly  

spaced i n  time, a l l  of the Processing, a s soc ia t ed  w i t h  each 

data frame, can be completed before the next  frame must be 

handled. I n  t h i s  case,  i f  i t  i s  required,  an  excurs ion  

through the U94 Handler program can be made f o r  each data 

frame. This w i l l  permit a c t i v a t i n g  the Ready-to-Receive 

l i n e  as each frame of data i s  processed. Thercf'fore, i f  there 

a r e  any c h a r a c t e r  t r a n s f e r s  from the RTCC, they  can be 

accommodated as soon as the Ready-to-Receive l i n e  Is 

a c t i v a t e d .  

0 

If on the o t h e r  hand, the data frames are not  

spaced i n  time, but  i n s t e a d  have co inc ident  ending times, 

a d i f f e r e n t  s i t u a t i o n  r e s u l t s .  I n  t h i s  case ,  the frame 

endings w i l l ,  of course,  cause a co inc ident  group of e x t e r n a l  

i n t e r r u p t s  t o  occur.  Therefore,  i t  w i l l  be necessary t o  

perform a 

f o r  t h e  e n t i r e  group of frames. T h i s  must be done before  any 

o t h e r  programs can be c a l l e d  upon. This leads t o  the f a c t  

t h a t  a l l  P1 Processing f o r  t h i s  co inc ident  group must 

be c a r r i e d  out ,  before  w e  can get t o  the U94 Handler program. 

11 Record I n t e r r u p t  Sequence" ( P1) of i n s t r u c t i o n s  

0 
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Consequently, any data c h a r a c t e r s  des t ined  f o r  t h e  CP, from 

the RTCC, must wait i n  t h e  RTCC u n t i l  P1 Processing i s  

completed. 

can be brought i n t o  play3 t h e  Ready-to-Receive l i n e  can 

When PI I s  complete, the U94 Handler program 0 

be a c t i v a t e d ,  and d a t a  t r a n s f e r s  from t h e  RTCC t o  the  CP can 

occur.  

3. The Combined Gemini Live and Simulat ion Loads 0 
This s e c t i o n  i s  dedica ted  t o  an examha t ion  of t h e  

e f f e c t  of t h e  foregoing c h a r a c t e r i s t i c s  on t h e  combined P1 

Processing load.  The combined Gemini l i v e  p lus  s imula t ion  

load  used i n  the body of th i s  memorandum, was based upon 

co inc ident  frame endings.  Therefore,  i f  succeeding frames 

of d a t a  were a v a i l a b l e  f o r  t r a n s f e r  from the RTCC a f t e r  

T zero,  they would have t o  be delayed. The amount of delay,  

would be approximately t h e  amount of t i m e  requi red  t o  com- 

p l e t e  t h e  P1 Processing of the  load .  As shown e a r l i e r ,  P1 

Processing of t h e  combined load r equ i r ed  about 4.4 ms of 

t i m e .  Therefore,  i f  t r a n s f e r  r eques t s  from RTCC, occurred 

a t  T zero  + 6, where 6 i s  i n f i n i t e s i m a l l y  small ,  t h e  t r a n s -  

fers would be delayed about 4.4 ms. 
0 

The flow of data c h a r a c t e r s  i n  t h e  o t h e r  d i r e c t i o n ,  

i .e. ,  CP t o  RTCC has  not been q u a n t i t a t i v e l y  considered i n  

t h i s  a n a l y s i s .  The main reason f o r  t h i s  i s  that the Ready-to- 

Receive l i n e  i n  this d i r e c t i o n  i s  under t h e  c o n t r o l  of the 
0 
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RTCC. 

of CP t o  RTCC t r a n s f e r s ,  the ana lys ls 'would  have t o  inc lude  

Therefore,  I n  o rde r  t o  perform a q u a n t i t a t i v e  a n a l y s i s  

0 t he  RTCC load, i n  r e l a t i o n  t o  i t s  a c t i v a t i o n  of the Ready-to- 

Receive l i n e .  

Q u a l i t a t i v e l y ,  any de lays  t o  cha rac t e r  t r a n s f e r s  i n  t h i s  CP 

t o  RTCC .d i rec t ion ,  are t y p i c a l l y  expected t o  be cons iderably  

less than  those i n  the o the r  d i r e c t i o n .  

However, t h i s  I s  beyond the  scope of t h i s  work. 

0 

n 


